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Abstract: The main reason for overloading most telecommunication networks is the
finite number of buffers in the switching nodes and the limited channel resource associated
with the cost of the channels. Within the limits of the article the algorithm of optimization the
self-recovering link of a telecommunication network is developed and possibility of reception
technically realizable analytical decision of a problem is provided, using as the limiting
condition of cost transfer quantity of the information falling for unit of channel capacity. The
scientific novelty of solving this problem consists in using combined switching methods, in
particular, in a packet network to transport long messages by hybrid channel switching. The
identity of using cost functions of one or another kind, which simplifies the choice of the cost
function that most fully corresponds to the conditions of a particular problem is described in
the article

INTRODUCTION

Formulation of the problem. In modern telecommunication networks, the buffer
memory volume limitation reduces the average delay time by reducing the packet holding
time in the waiting line, but it limits the possibility of transmitting long messages by methods
with intermediate accumulation, when the message length can exceed the buffer memory
volume required to provide the optimal solution. Thus, there is an actual problem of
optimization the telecommunication network element structure and the necessity to obtain the
analytical solution of the problem with the limiting criterion of the information quantity
transmission cost.

Analysis of research and publications. The method proposed in [1] with unlimited
node resources gives overestimated values of average delay time. The known method [2] of
limiting the buffer memory size reduces the average delay time by reducing the packet
holding time in the waiting line, but it limits the possibility of transmission of long messages
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by methods with intermediate accumulation [3], when the message length can exceed the
buffer memory size, necessary to ensure an optimal solution. Thus, to date, all known
methods for solving this problem for a limited number of places in the waiting line do not
enable to obtain a strict analytical solution in the cost constraints of the communication
channels lease because of obtained optimization functional complexity for the known types
of cost function.

Purpose of the article — self-recovering element of the telecommunication network
topological structure Optimization and ensuring the possibility of obtaining a technically
feasible analytical solution to the problem with the limiting condition of the cost of
transmitting the amount of information per channel capacity unit, which will enable to
determine the payback period of the link in question.

THE MAIN PART

Based on Little's formula [4], the waiting lines of packets at the input to each
communication channel are represented by a mass-maintenance system (M/M/1) of type
M/M/1 with waiting. That is, the i-th waiting line receives a Poisson flow of packets with
packet intensity per second and average service time per second, distributed according to the
exponential law [5].

Taking into account the channel utilization rate (network load), the relative channel
capacity (the average share of received applications served by the system) is

1—-p : . e
(1) g = 1% , where m, is the number of units in the waiting line.
—p;

The average number of applications in the following is determined by the following

expression:

_ 2 A _ X
(2) r_pi [1 pi (m1+1 m[ pi)].

i (1-p/")(1-p,)

The average delay time 7, equal to the time spent by the request in the system, is

expressed by the general formula:
3) T.=7/k+g/n,.

Taking into account (1) and (2) expression (3) after transformation takes the form:
1 L=p"" [(m, +2)=p,(m, +1)]

4 T=— o
K, (l_pilz)(l_pi)
m+1 1- pf”i”
Letus denote X pf =——"—=3% |
k=0 1-p, :
where 2.~ is the sum of a geometric progression.

m;

Expression (4) is represented in the transformed form:

m; m;+1 u
1 Eo(l+0c)pi l(agop,»j

_ 1 X, , o
(5) Ii=— % —yF——=——>— =— —, where 2 means ——.
ui IZ: p;x ui IZ: pla ui m; ap
a=0 o=0

The average delay time in the whole network is given with (5):
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— k
Dependence (6) with m;, — oo converted to the well-known formula 7 1 > IL’
Y=t I=p;
which  corresponds to the network model with unlimited queue, and
with m; =0; T = li 1 P , which corresponds to the network model in the form of an LMS
Yi=t L +pP,

with failures. Function (6) is a convex function, but does not contain extremes, which makes
it impossible to find the minimum of the average delay time by calculating the partial

derivativesZ—T=0. Thus, this problem is a problem of conditional optimization. The
Pi

analytical solution of the problem is possible if the cost function is chosen as the bounding
condition. Numerical calculations show that usually there is no big difference between cases
of using cost functions of one or another kind, that is, we should choose the cost function that
best corresponds to the conditions of a particular problem. Let us consider a cost function of
the form

k
(7) D=vY £ , where in packet transmission of messages F; = LA,, V. =Lp,; L — the

k
fixed packet length (bits). Then the cost function (7) takes the form D=v} p, and is
i=1

expressed in units of the cost of transmission of a unit amount of information, i.e. information
flow density, which corresponds to the accepted principles of payment for the use of
communications. Thus, the optimization problem can be formulated in the following form: to
determine the optimal values of information flow density, minimizing the average delay

= 1§ m . . N .
(8) T =—> p,—=- — min, with a cost limitation of the total amount transmission of

Y=l zm,-
information per unit of communication line capacity

k
(9) DzvzpiSDset'
i=1

To solve this problem, the method of indefinite Lagrange multipliers is applied. Let us
compose the optimization functional:

k
(10) D=v> p, <D, ,wherep is an indefinite Lagrange. Multiplier calculating the partial
i=1

set 2

derivatives 2—@ =0, we obtain a system of k equations of the form
P

DINRD
(11) [pizm’] +7yPv =0, i=1,k.

XI-3



Analysis of expression (11) shows that each equation of this system depends on the

variable p, and parameters m,,y, P,v. If we put m, =m same for all nodes, then these
parameters do not depend on the index i, i.e. p, = F (m,y, P, v). This allows us to conclude

that p"" =p = const, i.e. the optimal values of the information flow densities are the same

for all branches and do not depend on the number of the communication branch.
After differentiation and transformations, we obtain a second-order differential
equation for each branch. Omitting the index i, we have
0 &
(1) Emipsn o pls)
X, 2, 2,

By changing the variable > /> =Z and X =Z Y +ZY  equation (12) is

+ yPv =0.

transformed into an inhomogeneous linear equation of the 1st order

(13) Z +lZ:—lva.
P P

The general solution of equation (13) is found by the method of variation of an

. : . o1 ,
arbitrary constant. The corresponding homogeneous equation Z +—Z =0 with separable
P

variables has a general solution in the following form: Z =a,/p.

Let us put a, = a,(p) some continuously differentiable function of p, then

14y z=%P)
p

Let us choose a function a,(p) so that expression (14) satisfies equation (13).
Substituting (14) into (13) after transformations, we will get
(15)  a,(p)= vyPv.

Integrating (15), we have a,(p)=—7Pvp+a, and, therefore Z=-yPv+a,/p.
Coming back to the old variable (13), we will get:
(16) 0%, /X, =—vPv+(a;/p).

Separating the variables in expression (16), we will work with the following equation

dx,

m

=—yPvdp +a, a , integrate it and get.
p

Pv . : )
7P where a; is the constant of integration of the 2nd quadrature.

(17) X, =ap?-e
Using equation (17), we find arbitrary constants of integration and by solving the
Cauchy problem for given initial conditions.
In further calculations, we restrict ourselves to dependence (17), from which the
values for each branch of the considered network are determined:
(18) p=—r2

va+(ZL,,/Zm) .

Let us determine the values a, from the initial condition p, =1 and equation (6)
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=1+2+~-+(m+1) =(m+1)(m+2)=m+1

(19) (Z;/ZJ

p=1 m+2 2(m+2) 2
Expression (19) takes into account that the numerator
+1)(m+2
1+2+..+(m +1)= % is the sum of an arithmetic progression. From equation
m+1

(18) under condition (19) we determine the constant a2: a, =yPv +

(200 p= (va + m2+ lj/(va + (%‘:D .

To determine the indefinite Lagrange multiplier, we use the condition for the limiting
value of the cost: v i PV + (m,+1 )/2 = vn PVt (m+ 1)/2 =
S ypv+(2L /2, wv+(2/2)
After transformations, we get the value of the Lagrange multiplier p:
o pomr)2-(5,/5,) Oy /)
yv((Dy/vn)-1)

Substituting (21) into (20), we get the conditions for the extreme T, of expression (6):
(22) (P -Dofvm)(m+1)/2-%, /5, ) = 0.

Conditions (22) are satisfied if any of their factors is zero, i.e.
(23)  p,, -Dy/kv=0,%, /%, -(m+1)/2=0

Condition (23) determines the optimal value of specific flow in the branches:
(24) popt = Dsat /Vn 4

which provides the minimum value of the average delay time:
(25) Tminz_,_sat.téj , 0 < ponT<1'

opt

. Finally, we get:

D

sat *

m

The analysis of the obtained results (25) displays that network cost is determined
mainly by the costs of data transmission, so it is necessary to use the resources of the network
as efficiently as possible. According to expression (24) we can conclude that the
communication network should be isotropic in the sense of constancy of values of the density

of the flow of transmitted information in all communication lines (p,,, =D /kn<1 does not

sat

depend on the number of communication branches).

If flows in branches at network synthesis are set in the form of gravitation matrix ||X ;

then at a fixed packet length L the throughput capacities of corresponding branches are
directly proportional to the values of flows of these branches, that is

(26)  V,=(w/D,)E,

what is a necessary condition of elimination of network blocking (that is V;>F ), and the

degree of this excess is determined by the ratio of the number of branches of the network to
their cost.
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CONCLUSION

A new method for optimizing the topological structure of a self-recovering element in
a telecommunications network based on the cost criterion is proposed in the article. Based on
the proposed method, it was proved that the number of places in the waiting line does not
depend on the number of the node or branch, which is fair, since according to relation (26), an
increase in the information flow leads to the need for a proportional increase in the channel
capacity, which, in turn, leads to a faster freeing buffers, so that the number of requests at the
entrance to each channel remains unchanged and the required number of buffers remains
constant.

Thus, the obtained analytical expressions (24, 25) enable, at a given cost of
transferring an information unit of, to select the number of buffer memory elements and the
optimal value of the information flow density that provides the minimum average delay in
message transmission in the communication network.
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Knrwouesvie cnoea: meneKoMMyHUKAYUOHHAS CeMb, 8PEMsL 3A0EPIHCKU, ONMUMUIAYUS,
NAOMHOCIU UHPOPMAYUOHHO20 NOMOKA, CAMOBOCCMAHOBIEHUE, NPONYCKHASL CHOCOOHOCb

Annomavua: OcHogHoli NPUYUHOU nepezpy3ox bonbuuHcmea
MeNeKOMMYHUKAYUOHHBIX cemell ABIAemcs KOHeuHoe Yucio 0yghepoes 6 y3nax Kommymayuu u
02PAHUYEHHOCMb KAHANLHO20 pecypcd, C6A3aHHAs CO CMOUMOCMbIO Kananos. B pamkax
cmamvy  pazpaboman  anOpumm  ONMUMU3AYUU — CAMOBOCCMAHABTUBAIOWE20CS  36eHA
MeNeKOMMYHUKAYUOHHOU cemu U 00ecnedenHa B03MOMCHOCMb NOJYYEeHUs MexXHU4yecKu
peanuzyemoz20 aHaIumu4ecKko2o peuieHus 3a0aqu, 3a Ccem UCHONb306AHUA 6 Kauecmee
ocpanunusaOwje20  YCio8us — CMOUMOCmU  nepeoauu  Koauvecmeda — uUH@opmayuu,
NPUX00AWYIOCA HA eOUHUYY NPONYCKHOU cnocobnocmu. Hayunas noeusna pewienus OaHHOU
3a0auu cocmoum 6 UCNONb308AHUU KOMOUHUPOBAHHLIX MEMO008 KOMMYymayuu, 6
YACMHOCMU, 6 NAKEeMHOU cemu OJUHHblE COOOWeHUs MPAHCHOPMUPOBAMb MEmMOoO0OM
2UOPUOHOU KoMMYymayuu Kananos. B cmamve noxkazana mosxcoecmeeHHoCms UCHONb30BANHUS
CMOUMOCMHBIX QYHKYUU MO20 UMU UHO2O0 6UOd, YMO Ynpowjaem 6vl6op CMOUMOCHHOU
@yukyuu, Komopas Haudonee NOIHO COOMBEMCMBYEem YC0BUAM KOHKPEMHOU 3a0ayu.
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