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Abstract: The recent improvements in computer technology and a better
understanding of mathematical problems lead to the creation of very complex models. One of
the more important steps in the model development process is the model validation and
verification, especially if the model should be used to support decision making. A desire to
explain and predict a system behavior in the past decades in the literature has led to
development of several validation techniques and validation metrics. The categorization of
validation techniques as well and description of different validation metrics have been
presented in this paper. The discussion on advantages and disadvantages several validation
metrics on an example of validation of rail vehicle have been presented in this paper.

INTRODUCTION

Experimental investigation of railway vehicles is the most reliable way to determine their
properties and the crucial criteria for the approval of their exploitation. However,
experimental investigations are extensive, time-consuming and expensive so alternative
methods, used in the design of vehicles are of greatest interest. Numerical simulations of the
railway vehicle running behavior, which allows the calculation of dynamical quantities in the
time and frequency domain based on the mathematical models of the vehicle and track, are
developed in that purpose.

Taking into account that numerical models are used in all stages of the vehicle design and
development, the verification and validation of the simulation models represent the crucial
point for future usage of the simulation process in the development phase of the railway
vehicles. Today, model validation is used only for particular case or for particular vehicle.
The results of the validation and validated model are not used in the future process of the
development of new vehicles.

Validated models of the railway vehicles may be used for prediction of the vehicle
behavior, for virtual prototyping, virtual testing and as decision making support. The future
usage of the validated models in the process of design and development of new rail vehicles
has been explained in “DYNOTrain” project. The results of the simulation, obtained from the
validated model of the rail vehicle, may be used in design phase for the new vehicle.
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This approach will significantly reduce the cost of the experimental investigation and will
give the opportunity to designers to reduce the time and cost and researchers to examine the
vehicle behavior even before the vehicle is built.

In order to perform the verification and validation of the numerical model, the significant
signal and data processing need to be performed.

VALIDATION AND VERIFICATION

The process which determines or perform evaluation of agreement of the experimental
results with the results obtained by numerical simulation is called the process of model
validation and verification.The basic methods for verification and validation were developed
on 1979 by the Society for Computer Simulation and it may be presented in the form of
“Sargent Circle” [1], as it is shown in Figure 1.The basis of the process of validation is
comparison of the results of simulation and results obtained from experiment. The validation
may be defined:

— According toJack P.C. Kleijnen — validation as determining whether the simulation
model is an acceptable representation of the real system - given the purpose of
thesimulation model

— S.Ferson, W.L.Oberkampf, L.Ginzburgdefining validationas assessment of model
accuracy by comparison of prediction against experimental data

— W.L.Oberkampf - Validation provides evidence that the mathematical model
accurately relates to experimental measurements.

Generally, the model validation is the process where is possible to determine the degree

that a model is an accurate representation of the real system [2], [3].

The verification process is focused on the identification and elimination of errors in the

development of mathematical and computer models [1].
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Figure 1. Graphical representation of the verlflcatlon and validation process

The process of validation contain several type of model and as well and several process
which need to be performed during the process of validation and verification. The
mathematical model comprises the conceptual model, mathematical equations, and modeling
data needed to describe real system [1], [2], [3]. The computer model represents encapsulation
of the mathematical model in the form suitable for execution on a computer [1]. The process
of the verification establishing relations between mathematical model and computer model
and validation compares the outcomes of the computer simulation with results of the
experimental investigations, as it is shown in Figure 1.
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VALIDATION TECHNIQUES

The methodology for evaluation of the agreement between the results obtained by
simulation and experimental investigation has not been defined in the field of the railway
vehicle dynamics. The model validation, applied from different authors [4], [5], [6], [7], [8]
was performed by comparing the characteristic parameters, such as accelerations in vertical
and horizontal plane and forces in the wheel-rail contact, in time and/or frequency domain.

The model validation may be performed using five different approaches, as it is shown in
Figure 2.
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Figure 2. Model validation techniques

Graphical methods are based on the comparison of various graphs. The results of
simulations are plotted together with the results from experiments on the same graph, as it is
shown in Figure 3. This method does not provide quantitative measure of matching between
the results obtained by simulations and experiments. The model validation performed by this
method is highly subjective and depends on the experience of the reviewer. In the field of
railway vehicle dynamics, graphical comparison of different parameters is the most common
method used for model validation.
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Figure 3. Model validation based on graphical comparison of chosen parameters

Feature-based techniques draw conclusions on the model validation based on the
difference between characteristic features of the obtained results, such as magnitude, shape,
phase, etc. Various metrics are used as a measure of the difference. One of the most known
metrics is defined by Sprague and Geer [7], and it is based on the difference between
magnitudesand phasesof the results of simulations and experiments. Sprague and Geer
validation metrics may be expressed as following:

Magnitude error - Mg; = ::” -1 (1)
prp
} _1 —1(__Yps
Phase error - Ps; = —cos (—m> 2)

Compressive error factor - Cs; = ’MSGZ + P2 (3)

The Russell metrics [10, 11] are very similar to the SG metric. EARTH metrics [12] take
into account the shape of scalar series, which is not the case with SG and Russell metrics.
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This method don’t have defined appropriate limits for model acceptance. The experience of
the experts may be incorporated into this methodology by defining the limiting values.
However, very often results of the model validation obtained by other methods are not
compliant with results of this methodology.

Model validation based on PDF (the probability density function) or CDF (the cumulative
density function) techniques draw conclusions based on the difference between PDF or CDF
functions of the obtained results. During the last fifty years, researchers have developed
several validation metrics for comparison of PDF/CDF functions. The Kolmogorov-Smirnov
metric [11] is one of the most used metrics for model validation. It measures the distance
between two CDF functions along the ordinate axis, as it is shown in Figure 4. Validation
metrics may be expressed as following:

ds¢ = sup|Fi,(x) — Fy (%)| (1)

Where F; ,(x) and F,,(x) represent cumulative functions obtained from simulation and
experimental investigation.
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Figure 4. Graphical representation of Figure 5. Area validation metrics
Kolmogorov-Smirnov validation metrics
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Anderson-Darling [13] validation metric is very similar to Kolmogorov-Smirnov metric.
However, instead the distance along ordinate, Anderson—Darling metric has introduced the
weighted quadratic CDF statistic to measure the distance between the two CDF functions. It
was shown that the Anderson-Darling validation statistic had more power than the
Kolmogorov-Smirnov metrics [11]. These two validation metrics draw conclusion based on
the comparison of cumulative function in one point.

In order to cover a larger number of points of the cumulative functions the third validation
metrics — Area validation metrics is based on the calculation of the area between the two CDF
functions [13], shown in Figure 5. The area metrics depend on the scale used to present the
distributions, and any kind of normalization would destroy the meaning of the metrics [13].

The CDF/PDF methods for model validation are based on comparison only two cumulative
function, one obtained from simulation and second achieved from experimental investigation.
The multiple validation experiments and simulations results may be compared using U-
pooling methodology [14], which is shown in Figure 7.
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Figure 7. Area validation metric in the case of the

Figure 6. Hypothesis testing — t-test multivariate data

The area validation metric does notinclude any limiting value of accepting the model, but
only quantifiesthe difference between two CDF/PDF functions. Model acceptance will be
determined for each individual problem.

Hypothesis testing is the procedure which is often used for model validation. Model
validation in this case is based on the acceptance of the one of two opposite statements, which
is based on the several tests. Depending on the features which are chosen for comparison
(difference between mean values, deviations, normality test, etc.), on the underlying
assumption and simple size  several tests may be used, such as T-test, r* —test, F-test,
ANOVA test. All those test are based on calculation of the test statistics parameters which is
compared to critical value. Usually,if the value of the test statistic is greater than critical value
model is not validated.

The Bayes posterior estimation for model validation is based on the Bayes hypothesis
testing. The statistical parameters (e.g., mean and/or standard deviation) of the distribution
obtained by simulation are treated as random variables and can be updatedvia the observed
physical data [14]. The validation metrics may be calculated as the ratio of posterior
distribution of the null and alternative hypothesis, which can be expressed by following
equation:

Pr(Cld) = 50 %)

Where Pr(C|d) is posterior probability of the model C for data d and Pr(d|C) represent a
likelihood -probability that some data are produced under the assumption of this modelC.

The Bayes approach for model validation requires a lot computational time. Hypothesis
testing and Bayes estimation usually show confidence that hypothesis is not rejected, or
confidence that model is suitable to be used for prediction. The level of agreement between
the results achieved by simulation and experimental studies is not available.

CONCLUSION

The validation of models is very important for building the confidence in model prediction.
There is no golden rule for model validation. Validation process is defined from case to case.
For validation of the model may be used several different validation techniques.

Most in use are the graphical comparison method for model validation. Taking into
account that this methodolgy is based on comparing graph, in most cases the process of
validation is based on subjective judgment of experienced reviewers.

From presented methodology it can be concluded that validation process and limits for
model acceptance are not defined in the field of railway vehicles.Future research should be
focused on definition of the validation methodology for rail vehicles which will provide the
validation metrics as well and limiting values which can clearly define the validation process
for rail vehicle simulation models.
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Knrwouosu oymu: sanuoupaue, npogepka, mooenupaue, 0opabomrka Ha CUeHaIa

Anomayun: Haii-nosume nooobpenus 6 061acmma Ha KOMNIOMbPHUME MEXHON0UU
u no-00bpomo pazoupamve Ha MAMeMAMUYECKU 3A0a4u 008e00Xd 00 Cb30ABaAHe HA MHO20
cnodchu mooenu. Eona om maii-easxcHume cmwvnku 6 npoyeca Ha passumue Ha mooend e
BANUOUPAHEMO M) U NPOBEPKAMA, OCODEHO aKo mou mpsa6ea 0a ce u3non3ead 3a NOONOMa2aue
npu e3emane Ha peweHus. enanuemo oa ce 00ACHU U npedcKadice NOBeOeHUemo Ha
cucmemama 8 1UMepamypama npe3 nocieonume oecemunemus e 008e10 00 Pa3eumuemo Ha
HAKOJIKO MEeXHUKU 3d NpoeepKka U uzmepseane npu eaiuoupanemo. [[okiadvm npeocmass
Kame2opuzayusama HA MexXHUKume 3a 6alUOUpaHe, KAKMO U ONUCAHUE HA PA3TUYHU
nokazamenu. Ilpeocmaeena e OUCKycuama 3a npeoumcmeama u He0oCmamvyume Ha HAKOJIKO
UBMEPUMETHU CUCMEMU 3a 8ATUOUPAHE Ype3 U3NON36AHe HA NpUMep 3a 8aruoupane Ha mooe
Ha JHCeNe30NbMHO 8O3UTO.
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